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The Hot Big Bang

• 1912 Henrietta Leavitt Cepheid variables in the LMC 
• 1913 Vesto Slipher Redshift of Andromeda  
• 1915 Harlow Shapley size of the Milky Way 
• 1917 Einstein’s paper applying GR to the entire Universe 
• 1920 Shapley-Curtis Great debate    
• 1922 Alexander Friedmann "On the curvature of space” 
• 1924 Hubble Cepheids in Andromeda 
• 1927 Georges Lemaître paper containing estimate of Hubble constant 
• 1929 Hubble’s paper with the Hubble law

• 1948 Bethe, Alpher Gamow, "The Origin of Chemical 
Elements”, Gamow’s “The Origin of Elements and the 
Separation of Galaxies"  and Alpher and Herman’s 
“Evolution of the Universe” with the estimate of the CMB 
temperature

Some history



Penzias & Wilson 1965
The Hot Big Bang

The Spectrum of the CMB
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COBE FIRAS (1990)

Most models for structure formation predict that the temperature variations should follow a 
Gaussian distribution for large angles (corresponding to the DMR measurements). In inflation 
based models the Gaussian distribution originates from primordial quantum fluctuations. 
COBE’s DMR data showed Gaussian, near scale-invariant temperature fluctuations and in 
that sense provides support for inflation models (Kogut et al. 1996). 
 
Blackbody spectrum 
The FIRAS instrument (Mather et al. 1982) measured the CMB spectrum in the wavelength 
range 0.1 – 10 mm and proved it to follow a blackbody form with high precision. Figure 6 
shows the first FIRAS results in the wavelength range 0.5 – 5 mm (Mather et al. 1990), 
obtained after only nine minutes. The data follow perfectly a blackbody spectrum with the 
temperature 2.735 ± 0.060 K. At the time this was a surprising discovery, because of earlier 
measurements (e.g. Matsumoto et al. 1988 at 0.5 and 0.8 mm) that had shown very significant 
departures from a blackbody form and thereby cast doubt on the Big Bang model. 
 
Figure 7 shows the deviations from a blackbody spectrum with a temperature of 2.726 ± 0.010 
K published 1994 (Mather et al. 1994). After careful studies of errors caused by the FIRAS 
calibrator (figure 4), the CMB temperature was finally given as 2.725 r 0.002 K (Mather et al. 
1999) with deviations from a blackbody spectrum less than 1 part in 105. 
 
 

 
 
Fig. 6. The first FIRAS result (Mather et al. 1990). Data had been accumulated during nine 
minutes in the direction of the northern galactic pole. The small squares show measurements 
with a conservative error estimate of 1%. The unit along the vertical axis is erg (cm s sr)-1. 
The relation to SI units is 1 MJy sr-1 = 2.9979�10-7 erg (cm s sr)-1. The full line is a fit to the 
blackbody form.    
 

COBE DMR (1992)
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Agreement between theory and dataPlanck Collaboration: Cosmological parameters
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Fig. 1. The Planck 2015 temperature power spectrum. At multipoles ` � 30 we show the maximum likelihood frequency averaged
temperature spectrum computed from the Plik cross-half-mission likelihood with foreground and other nuisance parameters deter-
mined from the MCMC analysis of the base ⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum
estimates from the Commander component-separation algorithm computed over 94% of the sky. The best-fit base ⇤CDM theoretical
spectrum fitted to the Planck TT+lowP likelihood is plotted in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� uncertainties.

sults to the likelihood methodology by developing several in-
dependent analysis pipelines. Some of these are described in
Planck Collaboration XI (2015). The most highly developed of
these are the CamSpec and revised Plik pipelines. For the
2015 Planck papers, the Plik pipeline was chosen as the base-
line. Column 6 of Table 1 lists the cosmological parameters for
base ⇤CDM determined from the Plik cross-half-mission like-
lihood, together with the lowP likelihood, applied to the 2015
full-mission data. The sky coverage used in this likelihood is
identical to that used for the CamSpec 2015F(CHM) likelihood.
However, the two likelihoods di↵er in the modelling of instru-
mental noise, Galactic dust, treatment of relative calibrations and
multipole limits applied to each spectrum.

As summarized in column 8 of Table 1, the Plik and
CamSpec parameters agree to within 0.2�, except for ns, which
di↵ers by nearly 0.5�. The di↵erence in ns is perhaps not sur-
prising, since this parameter is sensitive to small di↵erences in
the foreground modelling. Di↵erences in ns between Plik and
CamSpec are systematic and persist throughout the grid of ex-
tended ⇤CDM models discussed in Sect. 6. We emphasise that
the CamSpec and Plik likelihoods have been written indepen-
dently, though they are based on the same theoretical framework.
None of the conclusions in this paper (including those based on

the full “TT,TE,EE” likelihoods) would di↵er in any substantive
way had we chosen to use the CamSpec likelihood in place of
Plik. The overall shifts of parameters between the Plik 2015
likelihood and the published 2013 nominal mission parameters
are summarized in column 7 of Table 1. These shifts are within
0.71� except for the parameters ⌧ and Ase�2⌧ which are sen-
sitive to the low multipole polarization likelihood and absolute
calibration.

In summary, the Planck 2013 cosmological parameters were
pulled slightly towards lower H0 and ns by the ` ⇡ 1800 4-K line
systematic in the 217 ⇥ 217 cross-spectrum, but the net e↵ect of
this systematic is relatively small, leading to shifts of 0.5� or
less in cosmological parameters. Changes to the low level data
processing, beams, sky coverage, etc. and likelihood code also
produce shifts of typically 0.5� or less. The combined e↵ect of
these changes is to introduce parameter shifts relative to PCP13
of less than 0.71�, with the exception of ⌧ and Ase�2⌧. The main
scientific conclusions of PCP13 are therefore consistent with the
2015 Planck analysis.

Parameters for the base ⇤CDM cosmology derived from
full-mission DetSet, cross-year, or cross-half-mission spectra are
in extremely good agreement, demonstrating that residual (i.e.
uncorrected) cotemporal systematics are at low levels. This is
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Fig. 3. Frequency-averaged T E and EE spectra (without fitting for T -P leakage). The theoretical T E and EE spectra plotted in the
upper panel of each plot are computed from the Planck TT+lowP best-fit model of Fig. 1. Residuals with respect to this theoretical
model are shown in the lower panel in each plot. The error bars show ±1� errors. The green lines in the lower panels show the
best-fit temperature-to-polarization leakage model of Eqs. (11a) and (11b), fitted separately to the T E and EE spectra.
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Fig. 11. Planck measurements of the lensing power spectrum compared to the prediction for the best-fitting base⇤CDM model to the
Planck TT+lowP data. Left: the conservative cut of the Planck lensing data used throughout this paper, covering the multipole range
40  `  400. Right: lensing data over the range 8  `  2048, demonstrating the general consistency with the ⇤CDM prediction
over this extended multipole range. In both cases, green points are the power from lensing reconstructions using only temperature
data, while blue points combine temperature and polarization. They are o↵set in ` for clarity. Error bars are ±1�. In the top panels
the solid lines are the best-fitting base⇤CDM model to the Planck TT+lowP data with no renormalization or �N(1) correction applied
(see text). The bottom panels show the di↵erence between the data and the renormalized and �N(1)-corrected theory bandpowers,
which enter the likelihood. The mild preference of the lensing measurements for lower lensing power around ` = 200 pulls the
theoretical prediction for C��` downwards at the best-fitting parameters of a fit to the combined Planck TT+lowP+lensing data,
shown by the dashed blue lines (always for the conservative cut of the lensing data, including polarization).

• Beam uncertainties are no longer included in the covariance
matrix of the C��` , since, with the improved knowledge of the
beams, the estimated uncertainties are negligible for the lens-
ing analysis. The only inter-bandpower correlations included
in the C��` bandpower covariance matrix are from the uncer-
tainty in the correction applied for the point-source 4-point
function.

As in the 2013 analysis, we approximate the lensing likelihood
as Gaussian in the estimated bandpowers, with a fiducial co-
variance matrix. Following the arguments in Schmittfull et al.
(2013), it is a good approximation to ignore correlations between
the 2- and 4-point functions; so, when combining the Planck
power spectra with Planck lensing, we simply multiply their re-
spective likelihoods.

It is also worth noting that the changes in absolute calibra-
tion of the Planck power spectra (around 2 % between the 2013
and 2015 releases) do not directly a↵ect the lensing results. The
CMB 4-point functions do, of course, respond to any recalibra-
tion of the data, but in estimating C��` this dependence is re-
moved by normalizing with theory spectra fit to the observed
CMB spectra. The measured C��` bandpowers from the 2013 and
current Planck releases can therefore be directly compared, and
are in good agreement (Planck Collaboration XV 2015). Care is
needed, however, in comparing consistency of the lensing mea-
surements across data releases with the best-fitting model pre-
dictions. Changes in calibration translate directly into changes
in Ase�2⌧, which, along with any change in the best-fitting opti-
cal depth, alter As, and hence the predicted lensing power. These
changes from 2013 to the current release go in opposite direc-
tions leading to a net decrease in As of 0.6 %. This, combined
with a small (0.15 %) increase in ✓eq, reduces the expected C��`
by approximately 1.5 % for multipoles ` > 60.

The Planck measurements of C��` , based on the temperature
and polarization 4-point functions, are plotted in Fig. 11 (with
results of a temperature-only reconstruction included for com-
parison). The measured C��` are compared with the predicted
lensing power from the best-fitting base ⇤CDM model to the
Planck TT+lowP data in this figure. The bandpowers that are
used in the conservative lensing likelihood adopted in this pa-
per are shown in the left-hand plot, while bandpowers over the
range 8  `  2048 are shown in the right-hand plot, to demon-
strate the general consistency with the ⇤CDM prediction over
the full multipole range. The di↵erence between the measured
bandpowers and the best-fit prediction are shown in the bottom
panels. Here, the theory predictions are corrected in the same
way as they are in the likelihood15.

Figure 11 suggests that the Planck measurements of C��` are
mildly in tension with the prediction of the best-fitting ⇤CDM
model. In particular, for the conservative multipole range 40 
`  400, the temperature+polarization reconstruction has �2 =
15.4 (for eight degrees of freedom), with a PTE of 5.2 %. For
reference, over the full multipole range �2 = 40.81 for 19 de-
grees of freedom (PTE of 0.3 %); the large �2 is driven by a
single bandpower (638  `  762), and excluding this gives an
acceptable �2 = 26.8 (PTE of 8 %). We caution the reader that
this multipole range is where the lensing reconstruction shows a
mild excess of curl-modes (Planck Collaboration XV 2015), and

15In detail, the theory spectrum is binned in the same way as the
data, renormalized to account for the (very small) di↵erence between
the CMB spectra in the best-fit model and the fiducial spectra used in the
lensing analysis, and corrected for the di↵erence in N(1), calculated for
the best-fit and fiducial models (around a 4 % change in N(1), since the
fiducial-model C��` is higher by this amount than in the best-fit model).
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Fig. 14. Acoustic-scale distance ratio DV(z)/rdrag in the base
⇤CDM model divided by the mean distance ratio from Planck
TT+lowP+lensing. The points with 1� errors are as follows:
green star (6dFGS, Beutler et al. 2011); square (SDSS MGS,
Ross et al. 2014); red triangle and large circle (BOSS “LOWZ”
and CMASS surveys, Anderson et al. 2014); and small blue cir-
cles (WiggleZ, as analysed by Kazin et al. 2014). The grey bands
show the 68 % and 95 % confidence ranges allowed by Planck
TT+lowP+lensing.

The changes to the data points compared to figure 15 of
PCP13 are as follows. We have replaced the SDSS DR7 mea-
surements of Percival et al. (2010) with the recent analysis of
the SDSS Main Galaxy Sample (MGS) of Ross et al. (2014) at
ze↵ = 0.15, and by the Anderson et al. (2014) analysis of the
Baryon Oscillation Spectroscopic Survey (BOSS) ‘LOWZ’ sam-
ple at ze↵ = 0.32. Both of these analyses use peculiar veloc-
ity field reconstructions to sharpen the BAO feature and reduce
the errors on DV/rdrag. The blue points in Fig. 14 show a re-
analysis of the WiggleZ redshift survey by Kazin et al. (2014)
applying peculiar velocity reconstructions. The reconstructions
causes small shifts in DV/rdrag compared to the unreconstructed
WiggleZ results of Blake et al. (2011) and lead to reductions
in the errors on the distance measurements at ze↵ = 0.44 and
ze↵ = 0.73. The point labelled BOSS CMASS at ze↵ = 0.57
shows DV/rdrag from the analysis of Anderson et al. (2014), up-
dating the BOSS-DR9 analysis of Anderson et al. (2012) used in
PCP13.

In fact, the Anderson et al. (2014) analysis solves jointly for
the positions of the BAO feature in both the line-of-sight and
transverse directions (the distortion in the transverse direction
caused by the background cosmology is sometimes called the
Alcock-Paczynski e↵ect, Alcock & Paczynski 1979), leading to
joint constraints on the angular diameter distance DA(ze↵) and
the Hubble parameter H(ze↵). These constraints, using the tabu-
lated likelihood included in the CosmoMC module16, are plotted
in Fig. 15. Samples from the Planck TT+lowP+lensing chains
are plotted coloured by the value of ⌦ch2 for comparison. The
length of the degeneracy line is set by the allowed variation in H0
(or equivalently⌦mh2). In the Planck TT+lowP+lensing⇤CDM
analysis the line is defined approximately by

DA(0.57)/rdrag

9.384

 
H(0.57)rdrag/c

0.4582

!1.7

= 1 ± 0.0004, (26)

16http://www.sdss3.org/science/boss_publications.php

Fig. 15. 68 % and 95 % constraints on the angular diameter dis-
tance DA(z = 0.57) and Hubble parameter H(z = 0.57) from
the Anderson et al. (2014) analysis of the BOSS CMASS-DR11
sample. The fiducial sound horizon adopted by Anderson et al.
(2014) is rfid

drag = 149.28 Mpc. Samples from the Planck
TT+lowP+lensing chains are plotted coloured by their value of
⌦ch2, showing consistency of the data, but also that the BAO
measurement can tighten the Planck constraints on the matter
density.

which just grazes the BOSS CMASS 68 % error ellipse plotted
in Fig. 15. Evidently, the Planck base ⇤CDM parameters are
in good agreement with both the isotropized DV BAO measure-
ments plotted in Fig. 14, and with the anisotropic constraints
plotted in Fig. 15.

In this paper, we use the 6dFGS, SDSS-MGS and BOSS-
LOWZ BAO measurements of DV/rdrag (Beutler et al. 2011;
Ross et al. 2014; Anderson et al. 2014) and the CMASS-DR11
anisotropic BAO measurements of Anderson et al. (2014). Since
the WiggleZ volume partially overlaps that of the BOSS-
CMASS sample, and the correlations have not been quantified,
we do not use the WiggleZ results in this paper. It is clear from
Fig. 14 that the combined BAO likelihood is dominated by the
two BOSS measurements.

In the base ⇤CDM model, the Planck data constrain the
Hubble constant H0 and matter density ⌦m to high precision:

H0 = (67.3 ± 1.0) km s�1Mpc�1

⌦m = 0.315 ± 0.013

)
Planck TT+lowP. (27)

With the addition of the BAO measurements, these constraints
are strengthened significantly to

H0 = (67.6 ± 0.6) km s�1Mpc�1

⌦m = 0.310 ± 0.008

)
Planck TT+lowP+BAO.

(28)
These numbers are consistent with the Planck+lensing con-
straints of Eq. (21). Section 5.4 discusses the consistency of
these estimates of H0 with direct measurements.

Although low redshift BAO measurements are in good agree-
ment with Planck for the base ⇤CDM cosmology, this may not
be true at high redshifts. Recently, BAO features have been mea-
sured in the flux-correlation function of the Ly↵ forest of BOSS
quasars (Delubac et al. 2014) and in the cross-correlation of the
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with HST. As a result, the MW solutions for H0 are unstable
(see Appendix A of E14). The LMC solution is sensitive to the
metallicity dependence of the Cepheid period-luminosity rela-
tion which is poorly constrained by the R11 data. Furthermore,
the estimate in Eq. (30) is based on a di↵erential measurement
comparing HST photometry of Cepheids in NGC 4258 with
those in SNe host galaxies. It is therefore less prone to pho-
tometric systematics, such as crowding corrections, than is the
LMC+MW estimate of Eq. (31). It is for these reasons that we
have adopted the prior of Eq. (30) in preference to using the
LMC and MW distance anchors.19

Direct measurements of the Hubble constant have a long and
sometimes contentious history (see e.g., Tammann et al. 2008).
The controversy continues to this day and one can find “high”
values (e.g., H0 = (74.3 ± 2.6) km s�1Mpc�1, Freedman et al.
2012) and “low” values (e.g., H0 = (63.7 ± 2.3) km s�1Mpc�1,
Tammann & Reindl 2013) in the literature. The key point that we
wish to make is that the Planck only estimates of Eqs. (21) and
(27), and the Planck+BAO estimate of Eq. (28) all have small
errors and are consistent. If a persuasive case can be made that
a direct measurement of H0 conflicts with these estimates, then
this will be strong evidence for additional physics beyond the
base ⇤CDM model.

Finally, we note that in a recent analysis Bennett et al. (2014)
derive a “concordance” value of H0 = (69.6±0.7) km s�1Mpc�1

for base ⇤CDM by combining WMAP9+SPT+ACT+BAO
with a slightly revised version of the R11 H0 value (73.0 ±
2.4 km s�1Mpc�1). The Bennett et al. (2014) central value for
H0 di↵ers from the Planck value of Eq. (28) by nearly 3 % (or
2.5�). The reason for this di↵erence is that the Planck data are
in tension with the Story et al. (2013) SPT data (as discussed in
Appendix B of PCP13; note that the tension is increased with the
Planck full mission data) and with the revised R11 H0 determi-
nation. Both tensions drive the Bennett et al. (2014) value of H0
away from the Planck solution.

5.5. Additional data

5.5.1. Redshift space distortions

Transverse versus line-of-sight anisotropies in the redshift-space
clustering of galaxies induced by peculiar motions can, poten-
tially, provide a powerful way of constraining the growth rate
of structure. A number of studies of redshift space distortions
(RSD) have been conducted to measure the parameter combina-
tion f�8(z), where for models with scale-independent growth

f (z) =
d ln D
d ln a

, (32)

and D is the linear growth rate of matter fluctuations. Note that
the parameter combination f�8 is insensitive to di↵erences be-
tween the clustering of galaxies and dark matter, i.e., to galaxy
bias (Song & Percival 2009). In the base ⇤CDM cosmology, the
growth factor f (z) is well approximated as f (z) = ⌦m(z)0.545.

19As this paper was nearing completion, results from the Nearby
Supernova Factory have been presented that indicate a correlation be-
tween the peak brightness of Type Ia SNe and the local star-formation
rate (Rigault et al. 2014). These authors argue that this correlation in-
troduces a systematic bias of ⇠ 1.8 km s�1Mpc�1 in the SNe/Cepheid
distance scale measurement of H0 . For example, according to these
authors, the estimate of Eq. 30 should be lowered to H0 = (68.8 ±
3.3) km s�1Mpc�1, a downward shift of ⇠ 0.5�. Clearly, further work
needs to be done to assess the important of such a bias on the distance
scale. It is ignored in the rest of this paper.
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Fig. 16. Constraints on the growth rate of fluctuations from
various redshift surveys in the base ⇤CDM model: green star
(6dFGRS, Beutler et al. 2012); purple square (SDSS MGS,
Howlett et al. 2014); cyan cross (SDSS LRG, Oka et al. 2014);
red triangle (BOSS LOWZ survey, Chuang et al. 2013); large red
circle (BOSS CMASS, as analysed by Samushia et al. 2014);
blue circles (WiggleZ, Blake et al. 2012); and green diamond
(VIPERS, de la Torre et al. 2013). The points with dashed red
error bars (o↵set for clarity) correspond to alternative analy-
ses of BOSS CMASS from Beutler et al. (2014b, small circle)
and Chuang et al. (2013, small square). The BOSS CMASS
points are based on the same data set and are therefore not in-
dependent. The grey bands show the range allowed by Planck
TT+lowP+lensing in the base ⇤CDM model. Where available
(for SDSS MGS and BOSS CMASS), we have plotted condi-
tional constraints on f�8 assuming a Planck⇤CDM background
cosmology. The WiggleZ points are plotted conditional on the
mean Planck cosmology prediction for FAP (evaluated using the
covariance between f�8 and FAP given in Blake et al. (2012)).
The 6dFGS point is at su�ciently low redshift that it is insensi-
tive to the cosmology.

More directly, in linear theory the quadrupole of the redshift-
space clustering anisotropy actually probes the density-velocity
correlation power spectrum, and we therefore define

f�8(z) ⌘
h
�(vd)

8 (z)
i2

�(dd)
8 (z)

, (33)

as an approximate proxy for the quantity actually being mea-
sured. Here �(vd)

8 measures the smoothed density-velocity corre-
lation and is defined analogously to�8 ⌘ �(dd)

8 , but using the cor-
relation power spectrum Pvd(k), where v = �r · vN/H and vN is
the Newtonian-gauge (peculiar) velocity of the baryons and dark
matter, and d is the total matter density perturbation. This defi-
nition assumes that the observed galaxies follow the flow of the
cold matter, not including massive neutrino velocity e↵ects. For
models close to ⇤CDM, where the growth is nearly scale inde-
pendent, it is equivalent to defining f�8 in terms of the growth of
the baryon+CDM density perturbations (excluding neutrinos).

The use of RSD as a measure of the growth of structure is
still under active development and is considerably more di�cult
than measuring the positions of BAO features. Firstly, adopt-
ing the wrong fiducial cosmology can induce an anisotropy in
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Fig. 18. Samples in the �8–⌦m plane from the H13 CFHTLenS
data (with angular cuts as discussed in the text), coloured by the
value of the Hubble parameter, compared to the joint constraints
when the lensing data are combined with BAO (blue), and BAO
with the CMB acoustic scale parameter fixed to ✓MC = 1.0408
(green). For comparison the Planck TT+lowP constraint con-
tours are shown in black. The grey band show the constraint from
Planck CMB lensing.

authors argue may be indications of the e↵ects of baryonic feed-
back in suppressing the matter power spectrum at small scales).
The large-scale properties of CFHTLenS therefore seem broadly
consistent with Planck and it is only as CFHTLenS probes
higher wavenumbers, particular in the 2D and tomographic cor-
relation function analyses (Heymans et al. 2013; Kilbinger et al.
2013; Fu et al. 2014; MacCrann et al. 2014), that apparently
strong discrepancies with Planck appear.

The situation is summarized in Fig. 18. The sample points
show parameter values in the �8–⌦m plane for the ⇤CDM base
model, computed from the Heymans et al. (2013, hereafter H13)
tomographic measurements of ⇠±. These data consist of correla-
tion function measurements in six photometric redshift bins ex-
tending over the redshift range 0.2–1.3. We use the blue galaxy
sample, since H13 find that this sample shows no evidence for
intrinsic galaxy alignments (simplifying the comparison with
theory) and we apply the “conservative” cuts of H13, intended
to reduce sensitivity to the nonlinear part of the power spec-
trum; these cuts eliminate measurements with ✓ < 30 for any
redshift combinations involving the lowest two redshift bins.
Here we have used the halofit prescription of Takahashi et al.
(2012) to model the nonlinear power spectrum, but do not in-
clude any model of baryon feedback or intrinsic alignments.
For the lensing-only constraint we also impose additional pri-
ors in a similar way to the CMB lensing analysis described
in Planck Collaboration XV (2015), i.e., Gaussian priors⌦bh2 =
0.0223 ± 0.0009 and ns = 0.96 ± 0.02, where the exact values
(chosen to span reasonable ranges given CMB data) have little
impact on the results. The sample range shown also restricts the
Hubble parameter to 0.2 < h < 1; note that when comparing
with constraint contours, the location of the contours can change
significantly depending on the H0 prior range assumed. Here we
only show lensing contours after the samples have been pro-
jected into the space allowed by the BAO data (blue contours),
or also additionally restricting to the reduced space where ✓MC

is fixed to the Planck value, which is accurately measured. The
black contours show the constraints from Planck TT+lowP.

The lensing samples just overlap with Planck, and super-
ficially one might conclude that the two data sets are con-
sistent. But the weak lensing constraints approximately define
a 1-dimensional degeneracy in the 3-dimensional ⌦m–�8–H0
space, so consistency of the Hubble parameter at each point in
the projected space must also be considered (see appendix E1
of Planck Collaboration XV 2015). Comparing the contours in
Fig. 18 (the regions where the weak lensing constraints are con-
sistent with BAO observations) the CFHTLenS data favour a
lower value of �8 than the Planck data (and much of the area
of the blue contours also has higher ⌦m). However, even with
the conservative angular cuts applied by H13, the weak lens-
ing constraints depend on the nonlinear model of the power
spectrum and on the possible influence of baryonic feedback
in reshaping the matter power spectrum at small spatial scales
(Harnois-Déraps et al. 2014; MacCrann et al. 2014). The impor-
tance of these e↵ects can be reduced by imposing even more
conservative angular cuts on ⇠±, but of course, this weakens the
statistical power of the weak lensing data. The CFHTLenS data
are not used in combination with Planck in this paper (apart
from Sects. 6.3 and 6.4.4) and, in any case, would have little
impact on most of the extended ⇤CDM constraints discussed
in Sect. 6. Weak lensing can, however, provide important con-
straints on dark energy and modified gravity. The CFHTLenS
data are therefore used in combination with Planck in the com-
panion paper (Planck Collaboration XIV 2015) which explores
several halofit prescriptions and the impact of applying more
conservative angular cuts to the H13 measurements.

5.5.3. Planck cluster counts

In 2013 we noted a possible tension between our primary CMB
constraints and those from the Planck SZ cluster counts, with the
clusters preferring lower values of �8 in the base ⇤CDM model
in some analyses (Planck Collaboration XX 2014). The compar-
ison is interesting because the cluster counts directly measure �8
at low redshift; any tension could signal the need for extensions
of the base model, such as non-minimal neutrino mass (though
see Sect. 6.4). However, limited knowledge of the scaling rela-
tion between SZ signal and mass have hampered the interpreta-
tion of this result.

With the full mission data we have created a larger cata-
logue of SZ clusters with a more accurate characterization of
its completeness (Planck Collaboration XXIV 2015). By fitting
the counts in redshift and signal-to-noise, we are able to si-
multaneously constrain the slope of the SZ signal-mass scal-
ing relation and the cosmological parameters. A major uncer-
tainty, however, remains the overall mass calibration, which
in Planck Collaboration XX (2014) we quantified with a bias
parameter, (1 � b), with a fiducial value of 0.8 and a range
0.7 < (1 � b) < 1. In the base ⇤CDM model, the primary
CMB constraints prefer a normalization below the lower end
of this range, (1 � b) ⇡ 0.6. The recent, empirical normaliza-
tion of the relation by the Weighing the Giants lensing program
(WtG; von der Linden et al. 2014) gives 0.69 ± 0.07 for the 22
clusters in common with the Planck cluster sample. This cali-
bration reduces the tension with the primary CMB constraints in
base ⇤CDM. In contrast, correlating the entire Planck 2015 SZ
cosmology sample with Planck CMB lensing gives 1/(1 � b) =
1±0.2 (Planck Collaboration XXIV 2015), toward the upper end
of the range adopted in Planck Collaboration XX (2014) (though
with a large uncertainty). An alternative lensing calibration by
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Fig. 35. Predictions of standard BBN for the primordial abun-
dance of 4He (top) and deuterium (bottom), as a function of the
baryon density !b. The width of the green stripes corresponds
to 68 % uncertainties on nuclear reaction rates and on the neu-
tron lifetime. The horizontal bands show observational bounds
on primordial element abundances compiled by various authors,
and the red vertical band shows the Planck TT+lowP+BAO
bounds on !b (all with 68 % errors). The BBN predictions and
CMB results shown here assume Ne↵ = 3.046 and no significant
lepton asymmetry.

the neutron life-time:

YBBN
P = 0.2311 + 0.9502!b � 11.27!2

b

+ �Ne↵
⇣
0.01356 + 0.008581!b � 0.1810!2

b

⌘

+ �N2
e↵

⇣
�0.0009795 � 0.001370!b + 0.01746!2

b

⌘
;

(70)

yDP = 18.754 � 1534.4!b + 48656!2
b � 552670!3

b

+ �Ne↵
⇣
2.4914 � 208.11!b + 6760.9!2

b � 78007!3
b

⌘

+ �N2
e↵

⇣
0.012907 � 1.3653!b + 37.388!2

b � 267.78!3
b

⌘
.

(71)

By averaging over several measurements, the Particle Data
Group 2014 (Olive et al. 2014) estimates the neutron life-time
to be ⌧n = (880.3 ± 1.1) s at 68 % CL.26 The expansions in
Eqs. (70) and (71) are based on this central value, and we as-
sume that Eq. (70) predicts the correct helium fraction up to a
standard error �(YBBN

P ) = 0.0003, obtained by propagating the
error on ⌧n.

The uncertainty on the deuterium fraction is dominated
by that on the rate of the reaction d(p, �)3He. For that rate,
in PCP13 we relied on the result of Serpico et al. (2004),
obtained by fitting several experiments. The expansions of
Eqs. (70) and (71) now adopt the latest experimental determi-
nation by Adelberger et al. (2011) and use the best-fit expres-
sion in their Eq. (29). We also rely on the uncertainty quoted in

26However, the most recent individual measurement by Yue et al.
(2013) gives ⌧n = [887.8±1.2 (stat.)±1.9 (syst.)] s, which is discrepant
at 3.3� with the previous average (including only statistical errors).
Hence one should bear in mind that systematic e↵ects could be under-
estimated in the Particle Data Group result. Adopting the central value
of Yue et al. (2013) would shift our results by a small amount, a↵ecting
mainly helium (by a factor 1.0062 for YP and 1.0036 for yDP).

Adelberger et al. (2011) and propagate it to the deuterium frac-
tion. This gives a standard error �(yDP) = 0.06, which is more
conservative than the error adopted in PCP13.

6.5.1. Primordial abundances from Planck data and
standard BBN

We first investigate the consistency of standard BBN and the
CMB by fixing the radiation density to its standard value, i.e.,
Ne↵ = 3.046, based on the assumption of standard neutrino de-
coupling and no extra light relics. We can then use Planck data to
measure !b assuming base ⇤CDM and test for consistency with
experimental abundance measurements. The 95 % CL bounds
obtained for the base ⇤CDM model for various data combina-
tions are

!b =

8>>>>>>>><
>>>>>>>>:

0.02222+0.00045
�0.00043 Planck TT+lowP,

0.02226+0.00040
�0.00039 Planck TT+lowP+BAO,

0.02225+0.00032
�0.00030 Planck TT,TE,EE+lowP,

0.02229+0.00029
�0.00027 Planck TT,TE,EE+lowP+BAO,

(72)
corresponding to a predicted primordial 4He number density
fraction (95 % CL) of

YBBN
P =

8>>>>>>>>><
>>>>>>>>>:

0.24665+(0.00020) 0.00063
�(0.00019) 0.00063 Planck TT+lowP,

0.24667+(0.00018) 0.00063
�(0.00018) 0.00063 Planck TT+lowP+BAO,

0.24667+(0.00014) 0.00062
�(0.00014) 0.00062 Planck TT,TE,EE+lowP,

0.24668+(0.00013) 0.00061
�(0.00013) 0.00061 Planck TT,TE,EE+lowP+BAO,

(73)
and deuterium fraction (95 % CL)

yDP =

8>>>>>>>>><
>>>>>>>>>:

2.620+(0.083) 0.15
�(0.085) 0.15 Planck TT+lowP,

2.612+(0.075) 0.14
�(0.074) 0.14 Planck TT+lowP+BAO,

2.614+(0.057) 0.13
�(0.060) 0.13 Planck TT,TE,EE+lowP,

2.606+(0.051) 0.13
�(0.054) 0.13 Planck TT,TE,EE+lowP+BAO.

(74)
The first set of error bars (in parentheses) in Eqs. (73) and (74)
reflect only the uncertainty on !b. The second set includes the
theoretical uncertainty on the BBN predictions, added in quadra-
ture to the errors from !b. The total errors in the predicted he-
lium abundances are dominated by the BBN uncertainty as in
PCP13. For deuterium, the Planck 2015 results improve the de-
termination of !b to the point where the theoretical errors are
comparable or larger than the errors from the CMB. In other
words, for base ⇤CDM the predicted abundances cannot be im-
proved substantially by further measurements of the CMB. This
also means that Planck results can, in principle, be used to in-
vestigate nuclear reaction rates that dominate the theoretical un-
certainty (see Sect. 6.5.2).

The results of Eqs. (73) and (74) are well within the
ranges indicated by the latest measurement of primordial abun-
dances, as illustrated by Fig. 35. The helium data compilation of
Aver et al. (2013) gives YBBN

P = 0.2465 ± 0.0097 (68 % CL),
and the Planck prediction is near the middle of this range.27

As summarized by Aver et al. (2013); Peimbert (2008) helium

27A substantial part of this error comes from the regression to zero
metallicity. The mean of the 17 measurements analysed by Aver et al.
(2013) is hYBBN

P i = 0.2535 ± 0.0036, i.e., about 1.7� higher than the
Planck predictions of Eq. (73).
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M. Betoule et al.: Joint cosmological analysis of the SNLS and SDSS SNe Ia.

sample �coh
low-z 0.12
SDSS-II 0.11
SNLS 0.08
HST 0.11

Table 9. Values of �coh used in the cosmological fits. Those val-
ues correspond to the weighted mean per survey of the values
shown in Figure 7, except for HST sample for which we use the
average value of all samples. They do not depend on a specific
choice of cosmological model (see the discussion in §5.5).

redshift
0 0.5 1

co
h

σ

0

0.05

0.1

0.15

0.2

Fig. 7. Values of �coh determined for seven subsamples of the
Hubble residuals: low-z z < 0.03 and z > 0.03 (blue), SDSS
z < 0.2 and z > 0.2 (green), SNLS z < 0.5 and z > 0.5 (orange),
and HST (red).

may a↵ect our results including survey-dependent errors in es-
timating the measurement uncertainty, survey dependent errors
in calibration, and a redshift dependent tension in the SALT2
model which might arise because di↵erent redshifts sample dif-
ferent wavelength ranges of the model. In addition, the fit value
of �coh in the first redshift bin depends on the assumed value
of the peculiar velocity dispersion (here 150km · s�1) which is
somewhat uncertain.

We follow the approach of C11 which is to use one value of
�coh per survey. We consider the weighted mean per survey of
the values shown in Figure 7. Those values are listed in Table 9
and are consistent with previous analysis based on the SALT2
method (Conley et al. 2011; Campbell et al. 2013).

6. ⇤CDM constraints from SNe Ia alone

The SN Ia sample presented in this paper covers the redshift
range 0.01 < z < 1.2. This lever-arm is su�cient to provide
a stringent constraint on a single parameter driving the evolu-
tion of the expansion rate. In particular, in a flat universe with
a cosmological constant (hereafter ⇤CDM), SNe Ia alone pro-
vide an accurate measurement of the reduced matter density
⌦m. However, SNe alone can only measure ratios of distances,
which are independent of the value of the Hubble constant today
(H0 = 100h km s�1 Mpc�1). In this section we discuss ⇤CDM
parameter constraints from SNe Ia alone. We also detail the rel-
ative influence of each incremental change relative to the C11
analysis.
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Fig. 8. Top: Hubble diagram of the combined sample. The dis-
tance modulus redshift relation of the best-fit ⇤CDM cosmol-
ogy for a fixed H0 = 70 km s�1 Mpc�1 is shown as the black
line. Bottom: Residuals from the best-fit ⇤CDM cosmology as
a function of redshift. The weighted average of the residuals in
logarithmic redshift bins of width �z/z ⇠ 0.24 are shown as
black dots.

6.1. ⇤CDM fit of the Hubble diagram

Using the distance estimator given in Eq. (4), we fit a ⇤CDM
cosmology to supernovae measurements by minimizing the fol-
lowing function:

�2 = (µ̂ � µ⇤CDM(z;⌦m))†C�1(µ̂ � µ⇤CDM(z;⌦m)) (15)

with C the covariance matrix of µ̂ described in Sect. 5.5 and
µ⇤CDM(z;⌦m) = 5 log10(dL(z;⌦m)/10pc) computed for a fixed
fiducial value of H0 = 70 km s�1 Mpc�1,13 assuming an unper-
turbed Friedmann-Lemaître-Robertson-Walker geometry, which
is an acceptable approximation (Ben-Dayan et al. 2013). The
free parameters in the fit are ⌦m and the four nuisance param-
eters ↵, �, M1

B and �M from Eq. (4). The Hubble diagram for
the JLA sample and the ⇤CDM fit are shown in Fig. 8. We find
a best fit value for ⌦m of 0.295 ± 0.034. The fit parameters are
given in the first row of Table 10.

For consistency checks, we fit our full sample excluding sys-
tematic uncertainties and we fit subsamples labeled according to
the data included: SDSS+SNLS, lowz+SDSS and lowz+SNLS.
Confidence contours for ⌦m and the nuisance parameters ↵, �
and �M are given in Fig. 9 for the JLA and the lowz+SNLS
sample fits. The correlation between ⌦m and any of the nuisance
parameters is less than 10% for the JLA sample.

The ⇤CDM model is already well constrained by the SNLS
and low-z data thanks to their large redshift lever-arm. However,
the addition of the numerous and well-calibrated SDSS-II data
to the C11 sample is interesting in several respects. Most impor-
tantly, cross-calibrated accurately with the SNLS, the SDSS-II
data provide an alternative low-z anchor to the Hubble diagram,
with better understood systematic uncertainties. This redundant

13 This value is assumed purely for convenience and using another
value would not a↵ect the cosmological fit (beyond changing accord-
ingly the recovered value of M1

B).
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Planck collaboration: CMB power spectra, likelihoods, and parameters

Table 18. Constraints on the basic six-parameter ⇤CDM model
using Planck angular power spectra.a

PlanckTT+lowP PlanckTT,TE,EE+lowP
Parameter 68 % limits 68 % limits

⌦bh2 . . . . . . . . . . 0.02222 ± 0.00023 0.02225 ± 0.00016
⌦ch2 . . . . . . . . . . 0.1197 ± 0.0022 0.1198 ± 0.0015
100✓MC . . . . . . . . 1.04085 ± 0.00047 1.04077 ± 0.00032
⌧ . . . . . . . . . . . . . 0.078 ± 0.019 0.079 ± 0.017
ln(1010As) . . . . . . 3.089 ± 0.036 3.094 ± 0.034
ns . . . . . . . . . . . . 0.9655 ± 0.0062 0.9645 ± 0.0049

H0 . . . . . . . . . . . 67.31 ± 0.96 67.27 ± 0.66
⌦⇤ . . . . . . . . . . . 0.685 ± 0.013 0.6844 ± 0.0091
⌦m . . . . . . . . . . . 0.315 ± 0.013 0.3156 ± 0.0091
⌦mh2 . . . . . . . . . . 0.1426 ± 0.0020 0.1427 ± 0.0014
⌦mh3 . . . . . . . . . . 0.09597 ± 0.00045 0.09601 ± 0.00029
�8 . . . . . . . . . . . . 0.829 ± 0.014 0.831 ± 0.013
�8⌦

0.5
m . . . . . . . . . 0.466 ± 0.013 0.4668 ± 0.0098

�8⌦
0.25
m . . . . . . . . 0.621 ± 0.013 0.623 ± 0.011

zre . . . . . . . . . . . . 9.9+1.8
�1.6 10.0+1.7

�1.5
109As . . . . . . . . . 2.198+0.076

�0.085 2.207 ± 0.074
109Ase�2⌧ . . . . . . 1.880 ± 0.014 1.882 ± 0.012
Age/Gyr . . . . . . . 13.813 ± 0.038 13.813 ± 0.026
z⇤ . . . . . . . . . . . . 1090.09 ± 0.42 1090.06 ± 0.30
r⇤ . . . . . . . . . . . . 144.61 ± 0.49 144.57 ± 0.32
100✓⇤ . . . . . . . . . 1.04105 ± 0.00046 1.04096 ± 0.00032
zdrag . . . . . . . . . . . 1059.57 ± 0.46 1059.65 ± 0.31
rdrag . . . . . . . . . . . 147.33 ± 0.49 147.27 ± 0.31
kD . . . . . . . . . . . . 0.14050 ± 0.00052 0.14059 ± 0.00032
zeq . . . . . . . . . . . . 3393 ± 49 3395 ± 33
keq . . . . . . . . . . . 0.01035 ± 0.00015 0.01036 ± 0.00010
100✓s,eq . . . . . . . . 0.4502 ± 0.0047 0.4499 ± 0.0032

f 143
2000 . . . . . . . . . . 29.9 ± 2.9 29.5 ± 2.7

f 143⇥217
2000 . . . . . . . . 32.4 ± 2.1 32.2 ± 1.9

f 217
2000 . . . . . . . . . . 106.0 ± 2.0 105.8 ± 1.9

a The top group contains constraints on the six primary parameters in-
cluded directly in the estimation process. The middle group contains
constraints on derived parameters. The last group gives a measure of
the total foreground amplitude (in µK2) at ` = 2000 for the three
high-` temperature spectra used by the likelihood. These results were
obtained using the CAMB code, and are identical to the ones reported
in Table 3 in Planck Collaboration XIII (2015).

Finally, we note that power spectra and parameters derived
from CMB maps obtained by the component-separation meth-
ods described in Planck Collaboration IX (2015) are generally
consistent with those obtained here, at least when restricted to
the ` < 2000 range in TT ; this is detailed in Sect. E.4.

5.4. The low-` “anomaly”

In Like13 we noted that the Planck 2013 low-` temperature
power spectrum exhibited a tension with the Planck best-fit
model, which is mostly determined by high-` information. In
order to quantify such a tension, we performed a series of tests,
concluding that the low-` power anomaly was mainly driven by
multipoles between ` = 20 and 30, which happen to be system-
atically low with respect to the model. The statistical signific-
ance of this anomaly was found to be around 99 %, with slight
variations depending on the Planck CMB solution or the estim-
ator considered. This anomaly has drawn significant attention
as a potential tracer of new physics (e.g., Kitazawa & Sagnotti

2015, 2014; Dudas et al. 2012; see also Destri et al. 2008), so it
is worth checking its status in the 2015 analysis.

We present here updated results from a selection of the tests
performed in 2013. While in Like13 we only concentrated on
temperature, we now also consider low-` polarization, which
was not available as a Planck product in 2013. We first per-
form an analysis through the Hausman test (Polenta et al. 2005),
modified as in Like13 for the statistic s1 = suprB(`max, r), with
`max = 29 and

B(`max, r) =
1p
`max

int(`maxr)
X

`=2

H`, r 2 [0, 1] , (60)

H` =
Ĉ` �C`
p

Var Ĉ`
, (61)

where Ĉ` and C` denote the observed and model power spectra,
respectively. Intuitively, this statistic measures the relative bias
between the observed spectrum and model, expressed in units of
standard deviations, while taking the so-called “look-elsewhere
e↵ect” into account by maximizing s1 over multipole ranges.
We use the same simulations as described in Sect. 2.3, which are
based on FFP8, for the likelihood validation. We plot in Fig. 44
the empirical distribution for s1 in temperature and compare it
to the value inferred from the Planck Commander 2015 map de-
scribed in Sect. 2 above. The significance for the Commander
map has weakened from 0.7 % in 2013 to 2.8 % in 2015. This
appears consistent with the changes between the 2013 and 2015
Commander power spectra shown in Fig. 2, where we can see
that the estimates in the range 20 < ` < 30 were generally shif-
ted upwards (and closer to the Planck best-fit model) due to re-
vised calibration and improved analysis on a larger portion of the
sky. We also report in the lower panel of Fig. 44 the same test for
the EE power spectrum, finding that the observed Planck low-`
polarization maps are anomalous only at the 7.7 % level.

As a further test of the low-` and high-` Planck constraints,
we compare the estimate of the primordial amplitude As and the
optical depth ⌧, first separately for low and high multipoles, and
then jointly. Results are displayed in Fig. 45, showing that the
` < 30 and the ` � 30 data posteriors in the primordial amp-
litude are separated by 2.6�, where the standard deviation is
computed as the square root of the sum of the variances of each
posterior. We note that a similar separation exists for ⌧, but it is
only significant at the 1.5� level. Fixing the value of the high-`
parameters to the Planck 2013 best-fit model slightly increases
the significance of the power anomaly, but has virtually no e↵ect
on ⌧. A joint analysis using all multipoles retrieves best-fit val-
ues in As and ⌧ which are between the low and high-` posteriors.
This behaviour is confirmed when the Planck 2015 lensing like-
lihood (Planck Collaboration XV 2015) is used in place of low-`
polarization.

Finally, we note a similar e↵ect on Ne↵ , which, in the high-`
analysis with a ⌧ prior is about 1� o↵ the canonical value of
3.04, but is right on top of the canonical value once the lowP and
its ` = 20 dip is included.

5.5. Compressed CMB-only high-` likelihood

We extend the Gibbs sampling scheme described in
Dunkley et al. (2013) and Calabrese et al. (2013) to construct a
compressed temperature and polarization Planck high-` CMB-
only likelihood, Plik_lite, estimating CMB bandpowers and
the associated covariances after marginalizing over foreground
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Fig. 25. Power spectra drawn from the Planck TT+lowP posterior for the correlated matter isocurvature model, colour-coded by the
value of the isocurvature amplitude parameter ↵, compared to the Planck data points. The left-hand figure shows how the negatively-
correlated modes lower the large-scale temperature spectrum, slightly improving the fit at low multipoles. Including polarization, the
negatively-correlated modes are ruled out, as illustrated at the first acoustic peak in EE on the right-hand plot. Data points at ` < 30
are not shown for polarization, as they are included with both the default temperature and polarization likelihood combinations.
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Fig. 26. Constraints in the ⌦m–⌦⇤ plane from the Planck
TT+lowP data (samples; colour-coded by the value of H0) and
Planck TT,TE,EE+lowP (solid contours). The geometric degen-
eracy between ⌦m and ⌦⇤ is partially broken because of the ef-
fect of lensing on the temperature and polarization power spec-
tra. These limits are improved significantly by the inclusion
of the Planck lensing reconstruction (blue contours) and BAO
(solid red contours). The red contours tightly constrain the ge-
ometry of our Universe to be nearly flat.

more speculatively, there has been interest recently in “multi-
verse” models, in which topologically-open “pocket universes”
form by bubble nucleation (e.g., Coleman & De Luccia 1980;
Gott 1982) between di↵erent vacua of a “string landscape” (e.g.,
Freivogel et al. 2006; Bousso et al. 2013). Clearly, the detection
of a significant deviation from ⌦K = 0 would have profound
consequences for inflation theory and fundamental physics.

The Planck power spectra give the constraint

⌦K = �0.052+0.049
�0.055 (95%,Planck TT+lowP). (47)

The “geometric degeneracy” (Bond et al. 1997;
Zaldarriaga et al. 1997) allows for the small-scale linear
CMB spectrum to remain almost unchanged if changes in ⌦K
are compensated by changes in H0 to obtain the same angular
diameter distance to last scattering. The Planck constraint is
therefore mainly determined by the (wide) priors on H0, and the
e↵ect of lensing smoothing on the power spectra. As discussed
in Sect. 5.1, the Planck temperature power spectra show a slight
preference for more lensing than expected in the base ⇤CDM
cosmology, and since positive curvature increases the amplitude
of the lensing signal, this preference also drives ⌦K towards
negative values.

Taken at face value, Eq. (47) represents a detection of posi-
tive curvature at just over 2�, largely via the impact of lensing
on the power spectra. One might wonder whether this is mainly
a parameter volume e↵ect, but that is not the case, since the best
fit closed model has ��2 ⇡ 6 relative to base ⇤CDM, and the
fit is improved over almost all the posterior volume, with the
mean chi-squared improving by h��2i ⇡ 5 (very similar to the
phenomenological case of ⇤CDM+AL). Addition of the Planck
polarization spectra shifts ⌦K towards zero by �⌦K ⇡ 0.015:

⌦K = �0.040+0.038
�0.041 (95%,Planck TT,TE,EE+lowP), (48)

but ⌦K remains negative at just over 2�.
However the lensing reconstruction from Planck measures

the lensing amplitude directly and, as discussed in Sect. 5.1, this
does not prefer more lensing than base ⇤CDM. The combined
constraint shows impressive consistency with a flat universe:

⌦K = �0.005+0.016
�0.017 (95%,Planck TT+lowP+lensing). (49)

The dramatic improvement in the error bar is another illustration
of the power of the lensing reconstruction from Planck.

The constraint can be sharpened further by adding external
data that break the main geometric degeneracy. Combining the
Planck data with BAO, we find

⌦K = 0.000 ± 0.005 (95%, Planck TT+lowP+lensing+BAO).
(50)
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Figure 15. As Figure 15, but for the DR11 LOWZ correlation function
transformed as defined by Eq. 46 with a = 0.39 and b = 0.04. As before,
these error bars are nearly independent, with a worst case of 12 per cent
and an r.m.s. of 3.4 per cent in the off-diagonal elements of the reduced
covariance matrix.

Figure 16. The CMASS BAO feature in the measured reconstructed power
spectrum of each of the BOSS data releases, DR9, DR10, and DR11. The
data are displayed with points and error-bars and the best-fit model is dis-
played with the curves. Both are divided by the best-fit smooth model. We
note that a finer binning was used in the DR9 analysis.

In the case of the acoustic peak, this leads to the data being more
constraining than it appears! This effect is of no consequence for
the formal analysis—one simply uses the covariance matrix when
fitting models—but it is a challenge for pedagogy.

The correlations of estimators can be avoided by adopting a
new basis, i.e., choosing new estimators that are linear combina-
tions of the original correlation function bins. Such transformations
are extensively discussed in Hamilton & Tegmark (2000). There
are an infinite number of choices of bases that will produce diago-
nal covariance matrices. The pedagogical challenge is that the new

Figure 17. The BAO feature in the measured power spectrum of the DR11
reconstructed CMASS (top) and LOWZ (bottom) data. The data are dis-
played with black circles and the best-fit model is displayed with the curve.
Both are divided by the best-fit smooth model.

estimators now represent a mixture of all scales and hence it is not
clear how to plot the measurements.

Here, we present a hybrid approach in which one adopts a
simply-defined estimator with compact support as a function of
scale, but chooses the estimator so that the covariances are sig-
nificantly suppressed. In particular, Hamilton & Tegmark (2000)
noted that transformations based on the symmetric square root of
the Fisher matrix had surprisingly compact support for their power
spectrum analysis. When we formed this matrix for the DR11
CMASS correlation function, we found that the first and second
off-diagonal terms are nearly constant and that subsequent off-
diagonals are small. This suggests that a basis transform of the pen-
tadiagonal form

X(si) =
xi � a (xi�1

+ xi+1

)� b (xi�2

+ xi+2

)

1� 2a� 2b
(46)

will approach a diagonal form. Here, xi = s2i ⇠0(si) and si is the
bin center of measurement bin i. We introduce the 1 � 2a � 2b
factor so as to normalize X such that it returns X = x for constant
x. For the first two and last two bins, the terms beyond the end of
the range are omitted and the normalization adjusted accordingly.

We find that for DR11 CMASS after reconstruction, values
of a = 0.3 and b = 0.1 sharply reduce the covariances between
the bins. The reduced covariance matrices for ⇠(r) and X(r) are
shown in Figure 13. The bins near the edge of the range retain some
covariances, but the off-diagonal terms of the central 10⇥ 10 sub-
matrix of the reduced covariance matrix have a mean and r.m.s. of
0.008 ± 0.044, with a worst value of 0.11. For display purposes,
this is a good approximation to a diagonal covariance matrix, yet
the definition of X(s) is well localized and easy to state. For com-
parison, the reduced covariance matrix of s2⇠

0

has typical first off-
diagonals values of 0.8 and second off-diagonals values of 0.6.

We display this function in Figure 14. One must also trans-
form the theory to the new estimator: we show the best-fit BAO
models with and without broadband marginalization, as well as the

c� 2014 RAS, MNRAS 000, 2–39
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Fig. 6 Planck 2015 full-mission MV lensing potential power spectrum measurement, as well as earlier measurements using the
Planck 2013 nominal-mission temperature data (Planck Collaboration XVII 2014), the South Pole Telescope (SPT, van Engelen
et al. 2012), and the Atacama Cosmology Telescope (ACT, Das et al. 2014). The fiducial ⇤CDM theory power spectrum based on
the parameters given in Sect. 2 is plotted as the black solid line.

In addition to the priors above, we adopt the same sampling
priors and methodology as Planck Collaboration XIII (2015),†
using CosmoMC and camb for sampling and theoretical predic-
tions (Lewis & Bridle 2002; Lewis et al. 2000). In the ⇤CDM
model, as well as ⌦bh2 and ns, we sample As, ⌦ch2, and the
(approximate) acoustic-scale parameter ✓MC. Alternatively, we
can think of our lensing-only results as constraining the sub-
space of ⌦m, H0, and �8. Figure 7 shows the corresponding
constraints from CMB lensing, along with tighter constraints
from combining with additional external baryon acoustic oscil-
lation (BAO) data, compared to the constraints from the Planck
CMB power spectra. The contours overlap in a region of accept-
able Hubble constant values, and hence are compatible. To show
the multi-dimensional overlap region more clearly, the red con-
tours show the lensing constraint when restricted to a reduced-
dimensionality space with ✓MC fixed to the value accurately mea-
sured by the CMB power spectra; the intersection of the red and
black contours gives a clearer visual indication of the consis-
tency region in the ⌦m–�8 plane.

The lensing-only constraint defines a band in the ⌦m–�8
plane, with the well-constrained direction corresponding ap-
proximately to the constraint

�8⌦
0.25
m = 0.591 ± 0.021 (lensing only; 68 %). (13)

This parameter combination is measured with approximately
3.5% precision.

The dependence of the lensing potential power spectrum on
the parameters of the ⇤CDM model is discussed in detail in
† For example, we split the neutrino component into approximately

two massless neutrinos and one with
P

m⌫ = 0.06 eV, by default.

Appendix E; see also Pan et al. (2014). Here, we aim to use
simple physical arguments to understand the parameter degen-
eracies of the lensing-only constraints. In the flat ⇤CDM model,
the bulk of the lensing signal comes from high redshift (z > 0.5)
where the Universe is mostly matter-dominated (so potentials are
nearly constant), and from lenses that are still nearly linear. For
fixed CMB (monopole) temperature, baryon density, and ns, in
the ⇤CDM model the broad shape of the matter power spectrum
is determined mostly by one parameter, keq ⌘ aeqHeq / ⌦mh2.
The matter power spectrum also scales with the primordial am-
plitude As; keeping As fixed, but increasing keq, means that the
entire spectrum shifts sideways so that lenses of the same typ-
ical potential depth  lens become smaller. Theoretical ⇤CDM
models that keep `eq ⌘ keq �⇤ fixed will therefore have the same
number (proportional to keq �⇤) of lenses of each depth along
the line of sight, and distant lenses of the same depth will also
maintain the same angular correlation on the sky, so that the
shape of the spectrum remains roughly constant. There is there-
fore a shape and amplitude degeneracy where `eq ⇡ constant,
As ⇡ constant, up to corrections from sub-dominant changes in
the detailed lensing geometry, changes from late-time potential
decay once dark energy becomes important, and nonlinear ef-
fects. In terms of standard ⇤CDM parameters around the best-fit
model, `eq / ⌦0.6

m h, with the power-law dependence on ⌦m only
varying slowly with ⌦m; the constraint `eq / ⌦0.6

m h = constant
defines the main dependence of H0 on ⌦m seen in Fig. 7.

The argument above for the parameter dependence of the
lensing power spectrum ignores the e↵ect of baryon suppres-
sion on the small-scale amplitude of the matter power spectrum
(e.g., Eisenstein & Hu 1998). As discussed in Appendix E, this

8

Lensing distorts the 
anisotropies and can be 
recovered statistically 

Future measurements of 
this effect should allow us 
to determine the mass of 
the neutrinos. 
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Planck at the expected level. In Sect. 3.3, we cross-correlate the
reconstructed lensing potential with the large-angle temperature
anisotropies to measure the CT�

L correlation sourced by the ISW
e↵ect. Finally, the power spectrum of the lensing potential is pre-
sented in Sect. 3.4. We use the associated likelihood alone, and
in combination with that constructed from the Planck temper-
ature and polarization power spectra (Planck Collaboration XI
2015), to constrain cosmological parameters in Sect. 3.5.

3.1. Lensing potential

In Fig. 2 we plot the Wiener-filtered minimum-variance lensing
estimate, given by

�̂WF
LM =

C��, fid
L

C��, fid
L + N��L

�̂MV
LM , (5)

where C��, fid
L is the lensing potential power spectrum in our fidu-

cial model and N��L is the noise power spectrum of the recon-
struction. As we shall discuss in Sect. 4.5, the lensing potential
estimate is unstable for L < 8, and so we have excluded those
modes for all analyses in this paper, as well as in the MV lensing
map.

As a visual illustration of the signal-to-noise level in the lens-
ing potential estimate, in Fig. 3 we plot a simulation of the MV
reconstruction, as well as the input � realization used. The re-
construction and input are clearly correlated, although the recon-
struction has considerable additional power due to noise. As can
be seen in Fig. 1, even the MV reconstruction only has S/N ⇡ 1
for a few modes around L ⇡ 50.

The MV lensing estimate in Fig. 2 forms the basis for a
public lensing map that we provide to the community (Planck
Collaboration I 2015). The raw lensing potential estimate has a
very red power spectrum, with most of its power on large angular
scales. This can cause leakage issues when cutting the map (for
example to cross-correlate with an additional mass tracer over a
small portion of the sky). The lensing convergence  defined by

LM =
L(L + 1)

2
�LM , (6)

has a much whiter power spectrum, particularly on large angular
scales. The reconstruction noise on  is approximately white as
well (Bucher et al. 2012). For this reason, we provide a map
of the estimated lensing convergence  rather than the lensing
potential �.

3.2. Lensing B-mode power spectrum

The odd-parity B-mode component of the CMB polarization is
of great importance for early-universe cosmology. At first order
in perturbation theory it is not sourced by the scalar fluctuations
that dominate the temperature and polarization anisotropies, and
so the observation of primordial B-modes can be used as a
uniquely powerful probe of tensor (gravitational wave) or vec-
tor perturbations in the early Universe. A detection of B-mode
fluctuations on degree angular scales, where the signal from
gravitational waves is expected to peak, has recently been re-
ported at 150 GHz by the BICEP2 collaboration (Ade et al.
2014). Following the joint analysis of BICEP2 and Keck Array
data (also at 150 GHz) and the Planck polarization data, primar-
ily at 353 GHz (BICEP2/Keck Array and Planck Collaborations
2015), it is now understood that the B-mode signal detected
by BICEP2 is dominated by Galactic dust emission. The joint

�̂WF (Data)

Fig. 2 Lensing potential estimated from the SMICA full-mission
CMB maps using the MV estimator. The power spectrum of
this map forms the basis of our lensing likelihood. The estimate
has been Wiener filtered following Eq. (5), and band-limited to
8  L  2048.

�̂WF (Sim.)

Input � (Sim.)

Fig. 3 Simulation of a Wiener-filtered MV lensing reconstruc-
tion (upper) and the input � realization (lower), filtered in the
same way as the MV lensing estimate. The reconstruction and
input are clearly correlated, although the reconstruction has con-
siderable additional power due to noise.

analysis gives no statistically-significant evidence for primor-
dial gravitational waves, and establishes a 95 % upper limit
r0.05 < 0.12. This still represents an important milestone for
B-mode measurements, since the direct constraint from the B-
mode power spectrum is now as constraining as indirect, and
model-dependent, constraints from the TT spectrum (Planck
Collaboration XIII 2015).

In addition to primordial sources, the e↵ect of gravitational
lensing also generates B-mode polarization. The displacement of
lensing mixes E-mode polarization into B-mode as (Smith et al.

4

Map of the mass projected along the line 
of sight reconstructed by Planck.

Measurement of the power spectrum of the 
projected mass measured by Planck. 
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X-ray emitting gas 

dark matter 
distribution recovered 
by lensing 

The bullet cluster

Lensing to determine masses

Paraficz et al  2012

Milky way size dark matter halo from 
Aquarius simulation

Dark matter substructure in gravitational lenses

Figure S.6: Images of the full set of 23 sources for which we have ALMA 870 µm 3 mm, or
SABOCA 350 µm imaging, deep NIR imaging, and a redshift for the background galaxy (including
ambiguous redshifts). Except for SPT 0512-59, ALMA 870 µm emission is represented with 5 red
contours, spaced linearly from five times the image noise to 90% of the peak signal to noise,
specified in the upper right of each panel. For SPT 0512-59, which lacks ALMA 870 µm data, we
show the ALMA 3 mm continuum contours. For SPT 2332-53, which lacks ALMA 870 µm data,
we show the APEX/SABOCA 350 µm continuum contours. The redshift of the background source
(zS) is specified in red. Greyscale images are near-infrared exposures from the Hubble Space
Telescope (co-added F160W and F110W filters), the Very Large Telescope (Ks), the Southern
Astrophysical Research Telescope (Ks), or the Spitzer Space Telescope (3.6 µm) and trace the
starlight from the foreground lensing galaxy. The images are shown with logarithmic stretch.
When known, the redshift of the foreground galaxy (zL) is specified in black. In nearly every
case, there is a coincidence of the millimetre/submillimetre emission, determined by the redshift
search data to arise at high redshift, with a lower redshift galaxy, a galaxy group, or a cluster. This
is precisely the expectation for gravitationally lensed galaxies. Three cluster lenses are apparent,
SPT 0550-53, SPT 0551-50, and SPT 2332-53, with two other systems lensed by compact groups
(SPT 0113-46, SPT 2103-60).

Lens 

Multiply imaged 
source (ALMA)
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When were the perturbations produced?

Hubble Ultra Deep Field
5 arcmin2



Cosmological Horizons

today: 1010 years after BB          we can observe: 1028  cm         containing 1021 solar masses

BBN  1 sec after the BB one could observe 1 light-sec but the size at that time of the part of the Universe we can currently 
observe is 2 light years. Inside of the light-second there are only 0.01 solar masses of material. 

At the time when the energy of particles was comparable to that of the LHC, the time was 10-12 seconds. In that time light can 
travel roughly a millimeter.  That region only contains the mass of hundreds of large buildings.  The size at that time of the part of 
the Universe we can currently observe is 1012  cm. 

Our Horizon volume is the part of the Universe we can 
currently observe. 

The Horizon volume was smaller in the past. We can see 
regions which could not see each other at the time we see 
them.  

Past Light-Cone

Recombination

Particle Horizon

Conformal Time

Last-Scattering Surface

Big Bang Singularity

⌧
rec

⌧
0

⌧
i

= 0

Figure 8: Conformal diagram of Big Bang cosmology. The CMB at last-scattering (recombination)

consists of 105 causally disconnected regions!

Also recall that in conformal coordinates null geodesics (ds2 = 0) are always at 45� angles, d⌧ =

±
p

dx2 ⌘ ±dr. Since light determines the causal structure of spacetime this provides a nice way to

study horizons in inflationary cosmology.

During matter or radiation domination the scale factor evolves as

a(⌧) /
(

⌧ RD

⌧2 MD
. (58)

If and only if the universe had always been dominated by matter or radiation, this would imply the

existence of the Big Bang singularity at ⌧i = 0

a(⌧i ⌘ 0) = 0 . (59)

The conformal diagram corresponding to standard Big Bang cosmology is given in Figure 8. The

horizon problem is apparent. Each spacetime point in the conformal diagram has an associated past

light cone which defines its causal past. Two points on a given ⌧ = constant surface are in causal

contact if their past light cones intersect at the Big Bang, ⌧i = 0. This means that the surface

of last-scattering (⌧CMB) consisted of many causally disconnected regions that won’t be in thermal

equilibrium. The uniformity of the CMB on large scales hence becomes a serious puzzle.

During inflation (H ⇡ const.), the scale factor is

a(⌧) = � 1

H⌧
, (60)

and the singularity, a = 0, is pushed to the infinite past, ⌧i ! �1. The scale factor (60) becomes

infinite at ⌧ = 0! This is because we have assumed de Sitter space with H = const., which means

that inflation will continue forever with ⌧ = 0 corresponding to the infinite future t ! +1. In
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Max Tegmark

When were the seeds of structure created?
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Perturbations already present at the beginning of the hot 
big bang phase. Although the theory for the origin of the 
fluctuations is bound to be speculative this fact is robust.

Sunyaev & Zeldovich 1970

WMAP

Angular scale of the horizon at 
decoupling

Acoustic peaks resulting 
from modes starting 
outside the horizon

Directly sensitive to the divergency 
of the velocity: negative sign implies 
fluctuations come from outside 
horizon.



Before the Hot Big Bang



The peculiar initial condition of our Universe

Why is the Universe so large/old? 
Why is the Universe so homogeneous/synchronized?  
What is the origin of the primordial fluctuations?

Can these questions be answered in the context of known 
physical principles?

Slow-roll inflation

Almost exponential expansion
Only small departures from Cosmological Constant (Inflation has to end)
During this period the Universe must have expanded by at least 60 enfolds

size⇥ eHinf�t Hinf ⇥�t ⇠ 60 Hinf ⇠ 10�38 sec



Paul A. M. Dirac
1939 Lecture

“Let us return to dynamical questions. With the 
new cosmology the universe must have started off 
in some very simple way.  What,  then, becomes of 
the initial conditions required by dynamical theory? 
Plainly there cannot be any, or they must be trivial. 
We are left in a situation which would be untenable 
with the old mechanics. If the universe were simply 
the motion which follow from a given scheme of 
equations of motion with trivial initial conditions, it could 
not contain the complexity we observe. Quantum 
mechanics provides an escape from the difficulty. It 
enables us to ascribe the complexity to the quantum 
jumps, lying outside the scheme of equations of 
motion.” 

How did the initial seeds for 
structure come about? Quantum 
Mechanics

The initial conditions for structure

• Inflation needs a clock
• Quantum mechanics implies that the clock must fluctuate.
• The Universe cannot be perfectly homogeneous.  
• Properties of the fluctuations are consistent with our best 

observations. 
• Potentially there is an additional fossil, a stochastic 

background of gravitational waves. 
• Calculations are under control. 



Probability distribution for the primordial seeds

• Amplitude almost scale invariant 
• No fluctuations in composition of the Universe 
• Almost perfectly Gaussian distribution 

Origin is quantum mechanical. We can only calculate a probability 
distribution for the primordial seeds. 

• Temperature 
histogram



A second fossil: tensor modes

Potentially there is an additional fossil, a stochastic background of 
gravitational waves. 

Gravity
Waves

Density pert.
     &

Gravity Waves

Gaussian distribution of amplitudes with amplitude 
set by the Hubble scale during Inflation

Experiments are testing very interesting values.
“Simple” textbook examples of inflation mostly ruled 
out. 
We can expect significant improvements in the near 
future. 



Is slow-roll inflation the last necessary ingredient ?



Better maps to make a better history
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The Cosmic Microwave Background

10m South Pole Telescope
pole.uchicago.edu

2.5m Huan Tran Telescope
bolo.berkeley.edu/polarbear

High resolution CMB experiments

6mAtacama Cosmology Telescope
physics.princeton.edu/act/

Exceptional high and dry sites for dedicated CMB observations. 

Exploiting and driving ongoing revolution in low-noise bolometer cameras

CMB satellite
proposals

All targeting σ(r) ~ few 10-4

PIXIE
(NASA MIDEX

~2023)

LiteBIRD (JAXA, ~2025)

LiteCORE
(ESA M5 ~2026-2030)

spider.princeton.edu

WFIRST

Large Scale Structure

LSST DESI Euclid SPHEREx CHIME

Survey type photo spectro photo+spectro low-res spectro 21-cm

Ground or space ground ground space space ground

Previous surveys
CFHTLS, DES,

HSC

BOSS, eBOSS,

PFS
no direct precursor

PRIMUS,

COMBO-17,

COSMOS

GBT HIM

Survey start 2020 2020 2018 2020 2016

Redshift-range
z < 3 (1%

sources above 3)

z < 1.4,

2 < z < 3.5 (Lya)
z < 3 z < 1.5 0.75 < z < 2.5

Survey area [deg2] 20k 14k 15k 40k 20k

Approximate

number of objects

2⇥ 109 (WL

sources)

22⇥106 gal.,

⇠ 2.4⇥ 105 QSOs

40⇥ 106 redshifts,

1.5⇥ 109 photo-zs
15⇥ 109 pixels 107 pixels

Galaxy clustering 33⇧ 3 3 3 3

Weak lensing 3 3 3

RSD 3 3 33 33

Multi-tracer 33 33 33 3

Table 2. A selection of currently funded or planned surveys. Other important surveys not included in the
table are PFS, JPAS, PAU, EMU. Relevant survey links [LSST],[DESI],[Euclid], [UBC],[PFS], [JPAS],[PAU],
[EMU]. ⇧Galaxy clustering is possible, but very strong radial degradation.

simplifies aspects of each experiment and therefore numerical values should be compared with care.

For the same reason we refrain from making any specific forecasts.

In general, galaxy clustering power spectrum and bispectrum measurements will provide mea-

surements of the fNL parameters with accuracy up to around 1 for the local shape and somewhat

worse for other bi-spectrum shapes. With su�cient modeling, the galaxy power spectrum and

Lyman-↵ flux power spectrum can provide information on the spectral index and its running and

constrain possible sharp features or oscillations in the primordial power spectrum. They will also

be able to further improve limits on curvature parameter ⌦k and the fraction of isocurvature fluc-

tuations. Weak lensing measurements will be able to provide information on the same parameters

with very di↵erent systematics: they probe the dark-matter directly which simplifies theoretical

treatments, but have fewer modes and challenging-to-control observational systematics. Note also

that none of the LSS experiments will be able to provide meaningful information on the presence of

primordial tensor modes.

3.3 What would an ideal survey for constraining f loc
NL with the power spectrum look

like?

Having considered the expected constraints on primordial non-Gaussianity from upcoming surveys,

it is instructive to ask what would be an ideal experiment to constrain it. We will focus here on

primordial non-Gaussianity of the local type as constrained by scale-dependent bias in the galaxy

power spectrum. Based on Section 2, let us take �(f loc
NL) ⇠ 1 as a target for the ideal survey. The

results in this section will be largely based on [114], but see also other recent works, e.g. [113, 115].

The forecast numbers are necessarily very rough as they depend on the various survey parameters.

We quote them to give an approximate quantitative sense of what is required of a survey and refer

to [114] for more details.
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The End


